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What is correlation? 

Interactions/connections across different instances

• Social Network

• Friends connections

• Like/unlike comments

• Fake account

• Human action/interaction

• Interactions of different objects

• Intension prediction

• Time-series data

• Latent correlations in time space

• Scene understanding

• Relations of different objects

[1] Fang, Hao, et al. "From captions to visual concepts and back." Proceedings of the IEEE conference on computer vision and pattern recognition. 2015.

[2] https://thenextweb.com/socialmedia/2013/11/24/facebook-grandparents-need-next-gen-social-network/

Bank account transaction

Social Network

Image/scene understanding

Human interactions



Why correlation is important? 

Correlation exists in a wide-range of

real-world tasks

• Multi-view learning

• Multi-label learning

• Image/scene understanding

• Image captioning

• Time-series/action recognition

Correlation provides a unique and

comprehensive view across instances

[1] Wang, Lichen, et al. "Generative correlation discovery network for multi-label learning.“ ICDM 2019
[2] Wang, Lichen, et al. "EV-Action: Electromyography-Vision Multi-Modal Action Dataset." arXiv preprint arXiv:1904.12602 (2019)
[3] Wang, Lichen, et al. "Learning transferable subspace for human motion segmentation." AAAI 2018.

Multi-view Learning [2]

Time series data analysis [3]

Multi-label Learning [1]

Image Captioning



Challenges 

Correlations are hard to define

• Instance-instance correlations

• Label-label correlations (e.g., wet = moist?)

• View-correlations (e.g., RGB & depth)

• Visual-semantic correlation

No sufficient training samples

• Correlations are task specific

• Correlations are subjective and hard to define

• Difficult to obtain consistent supervision label

How to efficiently utilize the correlations?

• Sensitive to parameters and data characteristic
Correlation is hard to define and utilize
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Motivation

• One object can be described by tens or hundreds
of labels. Multi-label learning corresponds to seek a
mapping from the feature space to the label space.

Setting

• Input: a single instance

• Output: multiple label prediction

Multi-label learning seeks a mapping from the feature 
space to the label space.

[1] Patterson, Genevieve, et al. "The SUN attribute database: Beyond categories for deeper scene understanding." International Journal of Computer Vision 108.1-2 (2014): 59-81.

Multi-label 
Classification

…

Far-away

Man-
made

Water

Metal

Input: 
single instance

Multi-label Learning

Output: 
multiple label prediction



Multi-label Learning

Challenges

• Long-tail label distribution

• Some labels are extremely common

(e.g., man-made and outdoor light)

• Some labels are very rare

(e.g., fair and fighting)

• Subjective Label candidates

• Inconsistent labeling results

• High-level label noise

• Complicated label correlations

• e.g., Dry-Moist, Dry-Blue Sky

[1] Patterson, Genevieve, et al. "The SUN attribute database: Beyond categories for deeper scene understanding." International Journal of Computer Vision 108.1-2 (2014): 59-81.

Long-tail label distribution in SUN [1] dataset.

Man-made

Fire

Label Number

Man-made 8,089

Fire 73

(Total) 106,012

Subjective labels are hard to obtain
consistent label results

Complicated and latent label correlations



Multi-label Learning

Related methods:

• Attention-based methods

[1] Huynh, Dat, and Ehsan Elhamifar. "A Shared Multi-Attention Framework for Multi-Label Zero-Shot Learning." CVPR’20.

[2] Guo, Hao, et al. "Visual attention consistency under image transforms for multi-label image classification." CVPR’19.

• Label-image or label-label correlations

[1] Huynh, Dat, and Ehsan Elhamifar. "Interactive Multi-Label CNN Learning with Partial Labels.“ CVPR’20

[2] Zhang, Min-Ling, and Kun Zhang. "Multi-label learning by exploiting label dependency." KDD’10.

• Semi-supervised scenario

[1] Zhan, Wang, and Min-Ling Zhang. "Inductive semi-supervised multi-label learning with co-training.“ KDD’17.

[2] Tan, Qiaoyu, et al. "Semi-supervised multi-label classification using incomplete label information." Neurocomputing’17.

[3] Guo, Baolin, et al. "Semi-supervised multi-label dimensionality reduction." ICDM’16.
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Framework of our correlation discovery network for multi-label prediction

Generative Correlation Discovery Network

Generative Module

• Generate and diversify the training samples

[1] Wang, Lichen, et al. "Generative correlation discovery network for multi-label learning." ICDM 2019



Generative Correlation Discovery Network

Correlation Discovery Network

Framework of our correlation discovery network for multi-label prediction

• 𝐶M(. ) obtains initial (low-accurate) results first, then 

𝐶𝐶𝐷𝑁(. ) further utilizes the available prediction to 

“tune” the result to high-accurate..

• We balances the update processing between 𝐶M(. )
and 𝐶𝐶𝐷𝑁(. ) to further help each other in the training 

stage and achieve the promising performance at last.

[1] Wang, Lichen, et al. "Generative correlation discovery network for multi-label learning." ICDM 2019



Framework of our correlation discovery network for multi-label prediction

Generative Correlation Discovery Network

Summary

• Generative model: generate and diversify the training samples.

• Correlation Discovery Network automatically learns the latent label correlation across different labels.

• All the networks are trained simultaneously to achieve the best performance.

[1] Wang, Lichen, et al. "Generative correlation discovery network for multi-label learning." ICDM 2019



Setting:

Conventional MLL, Zero-shot MLL

Image annotation, image retrieval

Datasets:

Six fine-grained image datasets:

• Corel5K Dataset [1]

• ESP Game Dataset [2]

• IAPRTC-12 Dataset [3]

• SUN Dataset [4]

• CUB Dataset [5]

• AWA Dataset [6]

Samples of CUB dataset

Samples of AWA dataset

Open area

Natural light

Trees

Grass

Foliage

Sunbathing

Vacationing

Leaves

Far-away Horizon

Man-made

Sailing

Open-area

Swimming

Still water

Concrete

Samples of SUN dataset

[1] "Object recognition as machine translation: Learning a lexicon for a fixed image vocabulary." ECCV, 2002. [2] "Labeling images with a computer game." SIGCHI 2004. [3] Grubinger, Michael, et al. 
"The iapr tc-12 benchmark: A new evaluation resource for visual information systems." OntoImage. 2006. [4] "The SUN attribute database: Beyond categories for deeper scene understanding.” IJCV 
2014. Wah, [5] "The caltech-ucsd birds-200-2011 dataset." 2011. [6] "Learning To Detect Unseen Object Classes by Between-Class Attribute Transfer". CVPR, 2009

Experiments (1)



Multi-label prediction performance:

• Conventional setting.

• Five metrics

• Precision

• Recall

• F1

• Non-zero recall

• Mean average precision

• Five metrics

• Our approach significantly 
outperform other baselines

Experiments (2)

Multi-label prediction results on six datasets



Experiments (3)

Multi-label prediction performance:

• Augmented multi-label datasets

• With more labels

• Zero-shot Multi-label Learning

• No overlapped between 
training and testing samples

(e.g., Horse and Zebra)

Performance based on augmented datasets

Performance of Zero-shot Learning 
Multi-label Learning



Experiments (4)

Ablation Study:

• Four modifications:

• Basic model

• Only GAN model

• Only Correlation 
Discovery Network

• Our complete model

• Conclusion

• Each module is effective

• Their combinations 
further improve the 
performance



Real and generated samples in 
visual feature space

Multi-label performance when different level of 
Gaussian noise is added into the visual feature

Experiments (5)

Ablation Study:

• Generative model:

• t-SNE [1] visualization of real
and generated samples

• Performance when noise is
deployed for data
augmentation

• Conclusion

• Generated samples are similar 
compared with real samples. 
Generative module is
effectively in our model

• Adding noise is not an effective 
strategy

[1] SL.J.P. van der Maaten. Accelerating t-SNE using Tree-Based Algorithms. Journal of Machine Learning Research 15(Oct):3221-3245, 2014.



Time consumption in testing stageParameter sensitivity of the proposed model

Experiments (6)

Parameter analysis

• Trade-off between 𝐶𝑀 and 𝐶𝐶𝐷𝑁

• Parameter insensitive

Time consumption

• Efficient for large-scale 
applications



Image retrieval result of SUN dataset. Green and red boxes indicate correct and incorrect retrieval.

Experiments (7)

Image annotation

Zero-shot image annotation

• Given an image, predict all 
the positive labels. 

• The image categories are 
not overlapped in training 
stage.

Image retrieval

• Given a target label, retrieve 
all candidate images.

Multi-label image annotation results in SUN dataset

[1] Patterson, Genevieve, et al. "The SUN attribute database: Beyond categories for deeper scene understanding." International Journal of Computer Vision 108.1-2 (2014): 59-81.



Related works

[1] Patterson, Genevieve, et al. "The SUN attribute database: Beyond categories for deeper scene understanding." International Journal of Computer Vision 108.1-2 (2014): 59-81.

Low-Rank Transfer Human Motion Segmentation
Lichen Wang, Zhengming Ding, and Yun Fu. TIP.

Learning Transferable Subspace for Human 
Motion Segmentation
Lichen Wang, Zhengming Ding, and Yun Fu. In IJCAI’2018.

Dual-Side Auto-Encoder for High-Dimensional 
Time Series Segmentation
Yue Bai, Lichen Wang, Yunyu Liu, Yu Yin, Yun Fu

• Spatial-temporal correlation discovery

Dual Relation Semi-Supervised Multi-Label Learning
Lichen Wang, Yunyu Liu, Can Qin, Gan Sun, and Yun Fu. In AAAI’2020.

• Jointly consider feature correlation and label correlation

Generatively Inferential Co-Training for Unsupervised Domain Adaptation
Can Qin, Lichen Wang, Yulun Zhang, Yun Fu. In AAAI’2020.

• Explore instance correlations across different domain



Research works
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[1] .

Multi-view Action Recognition

Topic

• Multi-view Action Recognition

Setting

• Input:    Multi-view action sequences 

(e.g., RGB + Depth)

• Output: Action prediction

Challenges

• Heterogeneous multi-view feature domains

• Incomplete/missing view sequences

• Inconsistent view-specific predictions

View1: RGB 

View2: Depth

Multi-view action recognition

Prediction result
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Generative Multi-view Action Recognition

Motivation

Three major components to solve the challenges:

1. View-specific Encoders 

2. Cross-view Adversarial Generation

3. View Correlation Discovery Network
View1: RGB 

View2: Depth

Training set

View1: RGB 

View2: Depth 

Testing set

View1 
Subspace

View2 
Subspace

Feature 
complement & 
augmentation

Motivation of our generative multi-view action recognition

[1] Wang, Lichen, et al. "Generative multi-view human action recognition." ECCV 2019.



Mapping original feature to more distinctive subspaces

• Seek distinctive action representations in subspaces 

• Label information + triplet loss objective：
…

…

…

View1: RGB 

View2: Depth 

RGB 
Subspace

Depth 
Subspace

…
View specific 

classifier Initial 
Prediction

Cross-view
Discovery

Matrix

View Correlation
Discovery Network

… Final label
prediction

View specific 
encoder

𝑮𝟏

𝑮𝟐

R
/D

R
/D

Generative
loop

…

…

…

Cross view adversarial 
generation

View-correlation discovery 
network

1. View-specific Encoders

View-specific Encoder

Sequence 
Input



Generate one view conditioning on the other view 

• Increase cross-view representation diversity

• Enhance model robustness

• Address missing/incomplete view sequences
…

…

…

View1: RGB 

View2: Depth 

…
View specific 

classifier Initial 
Prediction

Cross-view
Discovery

Matrix

View Correlation
Discovery Network

… Final label
prediction

View specific 
encoder

𝑮𝟏

𝑮𝟐

R
/D

R
/D

Generative

Loop

…

…

…

View-
specific
Encoder

View-correlation discovery 
network

Multi-view 
action

sequence

2. Cross-view Adversarial Generation

Cross-view Adversarial Generation

RGB 
Subspace

Depth 
Subspace



Explore high-level label correlations across different views

• View-specific initial classification is firstly obtained

• Pair-wise label correlation matrix is generated

• VCDN fully explore the latent high-level label correlation for higher performance
…

…

…

View1: RGB 

View2: Depth 

…
View specific 

classifier Initial 
Prediction

Cross-view
Discovery

Matrix

View 
Correlation
Discovery 
Network

… Final label
prediction

View specific 
encoder

𝑮𝟏

𝑮𝟐

R
/D

R
/D

Generative
loop

…

…

…

View-
specific
Encoder

Multi-view 
action

sequence

3. View Correlation Discovery Network

View-correlation discovery network

RGB 
Subspace

Depth 
Subspace



…

…

…

…
View specific 

classifier Initial 
Prediction

Cross-view
Discovery

Matrix

View 
Correlation
Discovery 
Network

… Final label
prediction

𝑮𝟏

𝑮𝟐

R
/D

R
/D

…

…

…

Our complete model

Framework of Generative Multi-view Action Recognition 

Summary

• Three components work together

• Jointly trained in end-to-end manner

View1: RGB 

View2: Depth 

RGB 
Subspace

Depth 
Subspace

View specific 
encoder



Action recognition:

• Datasets: UWA[1], MHAD[2], and DHA[3]

• Multi-view action recognition

• Missing/incomplete multi-view (i.e., single-view) action recognition

Experiments (1)

Performance on three multi-view action datasets

UWA MHAD DHA

[1] Hossein  Rahmani,  et al. Histogram of oriented principal components for cross-view action recognition.IEEE Trans. PAMI, 38(12):2430–2443, 2016

[2] Ferda Ofli, et al.  Berkeley mhad: A comprehensive mul-timodal human action database. In Proc. IEEE WACV, pages53–60, 2013.

[3] Yan-Ching  Lin,  et al. Human action recog-nition and retrieval using sole depth information.   In Proc.ACM MM, pages 1053–1056, 2012.



Ablation Study for generative module:

• Performance with/without generative model

• t-SNE[1] visualization of real and fake samples

Experiments (2)

Performance with & without GAN t-SNE[1] visualization of real & generated samples 

[1] SL.J.P. van der Maaten. Accelerating t-SNE using Tree-Based Algorithms. Journal of Machine Learning Research 15(Oct):3221-3245, 2014.



Ablation Study for view-correlation discovery network:

• VCDN compared with different label fusion/correlation learning models

- Feature/label concatenation & label average/weighted fusion

• VCDN compared with baseline neural networks

Experiments (3)

Classification performance of VCDN 
compared with simple NN.

Performance with different label 
fusion modules

Performance with different label 
fusion modules



Related works

Online Multi-task Clustering for Human Motion Segmentation
Gan Sun, Yang Cong, Lichen Wang, Zhengming Ding, Yun Fu. ICCVW’2019

• Multi-view spatial-temporal data clustering

Generative View-Correlation Adaptation for Semi-Supervised 
Multi-View Learning
Yunyu Liu, Lichen Wang, Yue Bai, Can Qin, Zhengming Ding, Yun Fu. In ECCV’2020.

• Explore view-correlation in semi-supervised learning scenario

Skeleton Aware Multi-modal Sign Language Recognition
Songyao Jiang, Bin Sun, Lichen Wang, Yue Bai, Kunpeng Li, Yun Fu. CVPRW’21

• RGB, depth, and skeleton based multi-view recognition

EV-Action: Electromyography-Vision Multi-Modal Action Dataset
Lichen Wang, Bin Sun, Joseph Robinson, Taotao Jing, Yun Fu. FG’20

• A large-scale multi-view human action datasets
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[1] .

Graph Representation Learning

Topic

• Inductive and unsupervised graph 
representation learning

Setting

• Input: graph with node attributes and edge 
attributes

• Output: Dense graph representation as vectors A graph with 

node attributes 

and edges

Unsupervised Graph Representation Learning

…

Learned Graph 

Representation

Node with 

attributes Edge



A wide range of potential applications [1]:

• Social Network

- Facebook, Twitter, WhatsApp

• Finance

- Credit card fraud, Money laundry

• Logistics Industry:

- eBay, Amazon, FedEx

Challenges:

• Not enough labeled samples

• Learned model should be generalized to unseen data

Why Inductive and Unsupervised are Important?

Fake Social Account

Credit Fraud Computer Hack

[1] Chau, Duen Horng, Shashank Pandit, and Christos Faloutsos. "Detecting fraudulent personalities in networks of online auctioneers." PKDD, 2006

[2] https://datafloq.com/read/will-analytics-technology-end-credit-card-fraud/2121
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Topic

• Inductive and unsupervised graph representation learning

Challenges:

• Existing approaches are in transductive setting

• Difficult to handle unseen graphs

• Reconstruction-based approach

• How similar of two graphs?

• Graph Isomorphism is hard and rigid

• Computational costly

We proposed a framework that addresses the practical need for graph 
representation learning in real-life applications

Challenges

Isomorphism test is a necessary 
but hard and computational cost 
in graph representation learning

Lichen Wang, Bo Zong, Qianqian Ma, Wei Cheng, Jingchao Ni, Wenchao Yu, Yanchi Liu, Dongjing Song, Haifeng Chen, and Yun Fu, “Inductive and Unsupervised 

Representation Learning on Graph Structured Objects,” 2020 International Conference on Learning Representations (ICLR), .



SEED: Sampling, Encoding, and Embedding Distributions

• Sampling: Random walk-based subgraph sampling from the input graph

- Difficult to directly get whole graph representations

- Could be easier to obtain representations for walks

• Encoding: Subgraph encoding via earliest visiting time

- Make the process efficient and the representations effective

The proposed Framework: SEED (1)

Framework of our SEED approach

Input Graph
Output Vector 
RepresentationEmbedding Distribution Sampling Encoding

… …

Encoding 
space

Lichen Wang, Bo Zong, Qianqian Ma, Wei Cheng, Jingchao Ni, Wenchao Yu, Yanchi Liu, Dongjing Song, Haifeng Chen, and Yun Fu, “Inductive and Unsupervised 

Representation Learning on Graph Structured Objects,” 2020 International Conference on Learning Representations (ICLR), .



SEED: Sampling, Encoding, and Embedding Distributions

• Embedding Distributions:

We encode a vector distribution into a single vector, which should preserve the similarity between 
vector distributions.   

- Each input graph is reduced into a set of vectors, each of which is the representation for a 
sampled subgraph.

- Given that we have sampled a sufficient number of subgraphs, if two input graphs are similar,
their vector distributions should be similar

The proposed Framework: SEED (2)



WEAVE: Random Walk with EArliest Visit timE).

• Random walk (RW) in graphs

• Revisit information: earliest visiting time

• Advantages:

• RW: easy to reconstruct, but no loop info preserved

• RW + revisit: easy to reconstruct with loop info

• RW with revisit contains more structural info

Sampling & Encoding

Encoding results of Vanilla random walk and WEAVE. WEAVE 
could distinguish the difference of the two graphs.

a

b b

a
a

𝒢2

3
4

0
b-a-b-a-a-b

𝒃
𝟎

-
𝒂
𝟏

-
𝒃
𝟎

-
𝒂
𝟑

-
𝒂
𝟒

-
𝒃
𝟎

1

ℋ

a
a

b

a

0

1
3

4

𝒃
𝟎

-
𝒂
𝟏

-
𝒃
𝟐

-
𝒂
𝟑

-
𝒂
𝟒

-
𝒃
𝟎

b-a-b-a-a-b

WEAVE:

Vanilla random walk:



• Insight: Walk distribution representation similarity ⟹ graph similarity

• Theoretical: as proved, distribution 𝑅ℊ = 𝑅ℋ if graph ℊ and ℋ are isomorphic

• Option 1: Identity kernel

- We assume 𝑟ℊ~𝑁(𝜇1, 𝐼) and 𝑟ℋ~𝑁(𝜇2, 𝐼), it is simple but surprisingly effective.

• Option 2: Commonly adopted kernels

Embedding Distribution



Theorem: Given graphs ℊ and ℋ, distribution 𝑅ℊ = 𝑅ℋ if graph ℊ and ℋ are isomorphic

The theorem holds for the situations:

• Graphs without any attributes

• Graphs with node attributes

• Graphs with node and edge attributes

Theoretical Insights



• Seven graph datasets

• Two down-stream tasks:

• Clustering

• Classification

• Our approach obtains the 

highest performance.

• Up to 10% improvements

Experiments (1)

Clustering & Classification Performance



How parameters impact the output 
quality?

• Subgraph extraction with 
different sampling number and 
walk length.

• Quantitative performance

• t-SNE[1] visualization

Summary

• More sampling number and 
walk length could improve the 
learned representation quality

Experiments (2)

t-SNE visualization with different work length

t-SNE visualization with different sampling numbers

Classification & clustering performance

[1] ] Maaten, Laurens van der, and Geoffrey Hinton. "Visualizing data using t-SNE." Journal of machine learning research 9, no. Nov (2008): 2579-2605.



• Correlation Discovery

• Multi-label Learning:

• Clustering

• Classification

• Multi-view learning

• Feature space correlations

• Label space correlation

• Graph representation

• Correlation representation

Conclusion



Thank you!

Lichen Wang

Electrical and Computer Engineering
College of Engineering

Northeastern University
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