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REINFORCED TEXT REPRESENTATION 
LEARNING 

RELATED APPLICATION INFORMATION 

[ 0001 ] This application claims priority to Provisional 
Application No. 62 / 975,280 , filed on Feb. 12 , 2020 , the 
contents of which are incorporated herein by reference in 
their entirety 

[ 0006 ] A system for implementing graph - based reinforced 
text representation learning ( GRTR ) is presented . The sys 
tem includes a memory and one or more processors in 
communication with the memory configured to , in a training 
phase , generate a dependency tree for training text data , train 
a GRTR agent by learning to navigate in the dependency tree 
and selectively collecting semantic information , learn GRTR 
agents , and store , in a GRTR - specific memory , parameters of 
the learned GRTR agents . The system is further configured 
to , in a testing phase , generate a dependency tree for testing 
the text data , retrieve and evaluate the learned GRTR agents 
of the training phase to evaluate testing samples , make 
task - specific decisions for the testing samples , and report the 
task - specific decisions to a computing device operated by a 

BACKGROUND 

Technical Field 

[ 0002 ] The present invention relates to aspect - based sen 
timent classification and , more particularly , to reinforced 
text representation learning . 

user . 

[ 0007 ] These and other features and advantages will 
become apparent from the following detailed description of 
illustrative embodiments thereof , which is to be read in 
connection with the accompanying drawings . 

BRIEF DESCRIPTION OF DRAWINGS 

Description of the Related Art 
[ 0003 ] Aspect - based sentiment classification tasks aim to 
predict the sentiment categories or polarities of one or more 
aspects in a semantic description . It is a challenging task 
since different aspects could have significantly different 
sentiment polarities . Correct alignments of the aspects and 
sentiments are important . Attention strategy , convolutional 
neural networks , and sentence dependency trees are widely 
deployed for handling such challenges . However , these 
approaches cannot effectively pinpoint the most relevant 
sentiments , and long sentences which include a lot of 
irrelevant contextual words also increase the difficulties for 
judging the aspect sentiment . 

SUMMARY 

[ 0008 ] The disclosure will provide details in the following 
description of preferred embodiments with reference to the 
following figures wherein : 
[ 0009 ] FIG . 1 is a block / flow diagram of an exemplary 
procedure of graph - based reinforced text representation 
learning ( GRTR ) , in accordance with embodiments of the 
present invention ; 
[ 0010 ] FIG . 2 is a block / flow diagram of an exemplary 
procedure of generating dependency trees for training text 
data , in accordance with embodiments of the present inven 
tion ; 
[ 0011 ] FIG . 3 is a block / flow diagram of an exemplary 
sentiment analysis table , in accordance with embodiments of 
the present invention ; 
[ 0012 ] FIG . 4 is a block / flow diagram of an exemplary 
procedure for training a GRTR agent , in accordance with 
embodiments of the present invention ; 
[ 0013 ] FIG . 5 is a block / flow diagram of an exemplary 
framework for the GRTR , in accordance with embodiments 
of the present invention ; 
[ 0014 ] FIG . 6 is a block / flow diagram of an example 
practical application of the GRTR framework , in accordance 
with embodiments of the present invention ; 
[ 0015 ] FIG . 7 is block / flow diagram of an exemplary 
processing system for the GRTR framework , in accordance 
with embodiments of the present invention ; and 
[ 0016 ] FIG . 8 is a block / flow diagram of an exemplary 
method for implementing the GRTR framework , in accor 
dance with embodiments of the present invention . 

[ 0004 ] A computer - implemented method for implement 
ing graph - based reinforced text representation learning 
( GRTR ) is presented . The method includes , in a training 
phase , generating a dependency tree for training text data , 
training a GRTR agent by learning to navigate in the 
dependency tree and selectively collecting semantic infor 
mation , learning GRTR agents , and storing , in a GRTR 
specific memory , parameters of the lea GRTR agents . 
The method further includes , in a testing phase , generating 
a dependency tree for testing the text data , retrieving and 
evaluating the learned GRTR agents of the training phase to 
evaluate testing samples , making task - specific decisions for 
the testing samples , and reporting the task - specific decisions 
to a computing device operated by 
[ 0005 ] A non - transitory non - transitory computer - readable storage 
medium comprising a computer - readable program is pre 
sented for implementing graph - based reinforced text repre 
sentation learning ( GRTR ) , wherein the computer - readable 
program when executed on a computer causes the computer 
to perform the steps of , in a training phase , generating a 
dependency tree for training text data , training a GRTR 
agent by learning to navigate in the dependency tree and 
selectively collecting semantic information , learning GRTR 
agents , and storing , in a GRTR - specific memory , parameters 
of the learned GRTR agents . The computer - readable pro 
gram when executed on a computer causes the computer to 
perform the further steps of , in a testing phase , generating a 
dependency tree for testing the text data , retrieving and 
evaluating the learned GRTR agents of the training phase to 
evaluate testing samples , making task - specific decisions for 
the testing samples , and reporting the task - specific decisions 
to a computing device operated by 

user . 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

[ 0017 ] The purpose of aspect - based sentiment classifica 
tion is to predict the sentiment polarities of a corresponding 
aspect . For instance , give a sentence “ I like this computer 
but do not like the screen , ” the sentiment of “ computer ” is 
positive while the sentiment for " screen " is negative . It is a 
challenging task since the model should be able to correctly 
link the aspect with the sentiment descriptions . 
[ 0018 ] Several methods have been implemented for 
aspect - sentiment prediction . Conventional deep neural net 
works are designed to aggregate sentiment features and user . 
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obtain more distinctive representations for sentiment clas 
sification . The latent relations between different words are 
important for semantic analysis . Thus , attention - based meth 
ods associated with Recurrent Neural Networks ( RNNs ) are 
widely utilized in general natural language processing tasks 
such as translation . Moreover , in a sentence , the distance 
between aspect and sentiment could be far in a sentence , and 
thus it is difficult for attention - based approaches to accu 
rately recognize the relations . However , the long distance in 
the sentence could be correlated in a syntactical aspect . 
Certain conventional art imposed syntactical constraints on 
attention weights , but the effect of syntactical structure was 
not fully exploited . Another conventional art utilized the 
sentence dependency graph as prior knowledge for the final 
task . By this way , the syntactical knowledge is involved 
which could further improve the performance . A syntactical 
dependency graph associated with the attention mechanism 
effectively improves the final learning performance . How 
ever , the capacity of the attention model is still limited in 
linking the corresponding aspects and sentiments together . 
This drawback reduces the potential effectiveness of the 
syntactical knowledge in sentiment analysis . 
[ 0019 ] Reinforcement learning is a promising approach 
which automatically and actively explores the environment 
and achieves the optimized strategy for the final goal . There 
are two directions ( e.g. , Deep QNetworks and Policy Net 
works ) for general implementation strategies . They are 
deployed in several natural language processing tasks 
including dialog generation , semi - supervised text classifi 
cation , coreference , knowledge graph reasoning , text games , 
social media , information extraction , language and vision . 
[ 0020 ] The exemplary embodiments introduce an aspect 
based sentiment classification method via reinforcement 
learning . Syntactical knowledge is first utilized to generate 
the dependency graph of the target sentence . Thus , the 
related aspect - sentiment pairs could be close . A policy - based 
agent with continuous states is introduced to find the most 
correlated path starting from the aspect node . A long short 
term memory ( LSTM ) network is designed to aggregate the 
semantic and sequential information in the path . The 
obtained representation is set as the state input for policy 
network as well as the feature input for final sentiment 
classification . 
[ 0021 ] The exemplary embodiments deploy a reinforce 
ment learning strategy for aspect - based sentiment classifi 
cation tasks . The exemplary embodiments accurately pin 
point the most related sentiment description for each target 
aspect . The dependency graph of the source sentence is 
generated , which fully explores the syntactical knowledge 
residing inside the sentence . 
[ 0022 ] The exemplary embodiments introduce an aspect 
based sentiment classification framework . First , a semantic 
dependency tree is extracted from a given sentence . By this 
way , the sophisticated syntactical structure of the sentences 
could be arranged . Second , a reinforcement learning strategy 
is deployed with a specifically designed state , action , and 
reword for the final sentiment classification task . Reinforce 
ment learning could effectively and accurately pinpoint the 
most relevant sentiment description based on the obtained 
dependency graph . The exemplary embodiments first intro 
duce the preliminary details of aspect - based sentiment clas 
sification . Then , the details of the three reinforcement learn 
ing components , state , action , and reward , are introduced . 

[ 0023 ] Given a sentence or description c = { wº , wzº , wzº , 
wn } where w ; , represents the i - th word in each instance , 

n is the total number of the words . The target aspect of c is 
given as ac = { Wr + 1 ° , ... Wr + mº } , where r indicates the start 
location of the aspect in cand mis a length of the aspect . The 
aspect could be either a single - word format ( e.g. , computer , 
service , and screen ) or multi - word format ( e.g. , HDMI port , 
and sport mode ) . There could be multiple aspects in an 
instance , and the goal of aspect - based sentiment classifica 
tion is to predict sentiment polarities ( e.g. , positive , neutral , 
and negative ) for each aspect . The sentiment of the aspects 
could be different or even totally opposite . 
[ 0024 ] Regarding dependency graph extraction , a depen 
dency graph GCER is extracted from c . The nodes in Gc 
are the connection categories which include the syntactical 
relation of each pair of words . No edges exist if there are no 
syntactical connections between the two words . By deploy 
ing dependency tree , the exemplary embodiments transfer 
the conventional natural language processing problem to a 
graph learning problem . There are several advantages of this 
strategy . First , the word distances are converted from the 
sentence distance to the graph distances based on the syn 
tactical knowledge . In this scenario , the related long - dis 
tance pair of words could be close in the dependency tree . 
This makes the correlation exploration approach easier to 
pinpoint the corresponding sentiment words . Second , the 
edges in the dependency graph provides correlation catego 
ries ( e.g. , IP , NP , VP ) . The exemplary embodiments consider 
this as the extra informative knowledge which could be 
further utilized to boost the classification performance . 
[ 0025 ] Regarding reinforcement learning sentiment 
search , conventional sentiment analysis approaches usually 
deploy graph processing algorithms ( e.g. , graph representa 
tion learning , feature aggregation , and attention mechanism ) 
to process the obtained dependency graph . However , in 
sentiment analysis data , a correct prediction is usually based 
on the most correlated clue . The clue is usually a single word 
or a short description which includes only a few words . Most 
of these approaches globally consider the sentiment descrip 
tions which are easily affected by the noise and irrelevant 
nodes around the aspect node . Moreover , the graph - based 
approach usually cannot fully explore the relation / edge 
categories . 

[ 0026 ] The exemplary embodiments design a reinforce 
ment learning framework to explore the most related aspect 
sentiment correlations in the obtained graph . Specifically , an 
agent which is initialized in the target aspect node , selects 
the next node to move based on the current state . After the 
agent finishes a move , the state will be updated . When 
sufficient sentiment information is collected , the agent will 
stop the walk automatically . A classifier will finally predict 
the sentiment categories based on the walk path . There are 
three components in the reinforcement model , that is , test 
comprehension which reflects the comprehensive state as 
input to the agent to make action , an actor , which makes the 
decision for which node to walk in the next move or stop the 
move , and a classifier , which obtains the final prediction of 
the sentiment categories . 
[ 0027 ] Regarding text comprehension , text comprehen 
sion aims to provide comprehensive state information as an 
input to an agent . There are several requirements that need 
to be satisfied . 



US 2021/0248425 A1 Aug. 12 , 2021 
3 

[ 0028 ] First , the state should make the procedure as a 
Markov Decision Process ( MDP ) , where the expression is 
shown below : 

P ( S : + 1 , R2 + 1 150,40 , R1 , S , 4 , ) = P ( S : + 1 , Rz + 1 \ SQR . ) 
[ 0029 ] where St + 1 and R + 1 are the state and reward after 
the action A? . Generally speaking , the potential reward of the 
next action is only relevant to a current state and action , 
while is irrelevant to neither history states or actions . How 
ever , in the sentiment analysis task , the searching path 
including the sequential information of the path provides 
important clues . Thus , the current state S , is required to 
preserve all the information for the agent for the next action . 
[ 0030 ] To achieve this goal , the exemplary embodiments 
deploy the simple while effective recurrent neural network 
( RNN ) structure to update the state . The function is shown 
below : 

[ 0037 ] In the model , the exemplary embodiments intro 
duce a random selecting strategy to handle this issue . The 
output of the policy network is a vector , where each element 
of the vector corresponds to a word category in the depen 
dency tree . Usually , there is only one or no words matching 
the element . In this scenario , the specifically designed 
reword function would guide the policy network . However , 
if multiple path candidates share the same category , the 
exemplary approach would randomly select a path for walk . 
Moreover , the actor could also output a stop action when 
enough sentiment information is collected from the path . In 
the implementation , the exemplary embodiments use a fully 
connected neural network to parameterize the policy func 
tion that maps the state vector S ; to a probability distribution 
over all possible actions . The neural network includes two 
hidden layers , each followed by a rectifier nonlinearity layer 
( ReLU ) . The output layer is normalized using a softmax 
function . SP = f ( UM + WS - 1 ) 

[ 0031 ] where St - l ' is the previous path state , which pre 
serves the sequential path information and is updated at each 
step . Mt is the current input , which is obtained based on the 
action At , f ( ) is a multi - layer network which merges both 
previous state and current input together . Sq = f ( WS ) is the 
representation of the first step where So = w , is the embed 
ding of the aspect node . 
[ 0032 ] Second , the agent should also perceive the com 
prehensive candidate moves simultaneously for the path / 
action selection . However , conventional reinforcement 
learning tasks usually have consistent data structure and size 
( e.g. , images , videos , and sensor signals ) . Howe in the 
dependency graph , each node could have a different number 
of neighbor nodes associated with various connection cat 
egories . The exemplary embodiments thus introduce a struc 
tural input mechanism which pre - arranges the candidate 
path based on the connection categories , and the exemplary 
embodiments set a zero input when there are no connections 
in the graph . 
[ 0033 ] The expression of the input is formulated as shown 
below : 

[ 0038 ] Several factors directly influence the quality of the 
correlation prediction . To encourage the agent to find the 
most correlated paths , the stop process for the final classi 
fication is triggered . The reward mechanism is specifically 
designed to let the agent perform well in each stage . 
[ 0039 ] Regarding classification accuracy , sentiment clas 
sification accuracy is the final goal of the model . To this end , 
the correct prediction should have the highest reward and 
vice versa . The accuracy reward function is shown below : 

l'acc = = { _ . incorrect 21 , correct 
-11 , incorrect 

Sº = cat ( PPmpr ) 

[ 0034 ] where cato ) indicates the concatenation operation , 
and P1 , Pm , and p , denote the left , middle , and right nodes in 
the dependency tree , respectively . This input mechanism 
relaxes the input inconsistency while still preserving the 
local structural information of the dependency tree . 
[ 0035 ] Both S , and S , are important for the agent to 
decide the action . Thus , in the exemplary model , the exem 
plary embodiments concatenate them together as the agent 
input . 
[ 0036 ] Regarding the actor , the input of the actor is the 
combination of the state S , where a previous path history is 
preserved and the state SC where the candidate path is 
provided . The goal of the actor is to find reliable predictive 
paths between aspect nodes and sentiment description in the 
obtained dependency tree . The action a is the walk started 
from the aspect node . The state is the visited nodes . In the 
exemplary model , the actor is a policy network with S , and 
Sie being concatenated together Sy = [ S , S , ] , as the input . 
However , as previously mentioned , in the dependency 
graph , the node could have a different number of neighbor 
nodes with various connection categories . Thus , it is chal 
lenging to define a consistent action space which covers all 
the candidate paths in the same output . 

[ 0040 ] where race is the accuracy reward . à , is the reward 
trade - off parameter and the exemplary embodiments set 
11 = 100 in the exemplary implementation . The parameter 
sensitivity analysis will be provided in the experiments . race 
would only be calculated once after the actor stops the walk 
and the prediction result is obtained . 
[ 0041 ] Regarding path length , dependency analysis aligns 
the syntactical word to be close . Due to this reason , the 
exemplary approach assumes that the most correlated sen 
timent descriptions and clues should also be found / searched 
in the close or short distance regions in the dependency 
graph . In addition , shorter walk paths can also improve the 
efficiency of the searching procedure and reduce the nega 
tive influence of the noise from other sentimental descrip 
tions . To achieve this goal , the exemplary embodiments 
design a straightforward and effective reward function 
which is shown below : 

llen = 
-1 , keep walking 
0 , stop 

[ 0042 ] where rien indicates the walking length reward . In 
the reward function , each walk will get a negative reward 
until the actor stops . The exemplary embodiments directly 
set negative reward as -1 and the trade - off parameter à , in 
the race equation would balance the weights . 
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( 0043 ] Regarding path variation , 

n 

var = - Po - Pin 

? 

[ 0044 ] The relations in a semantic dependency tree are 
naturally discrete atomic symbols , while the nodes are 
continuous . Since there could be new / unseen words in the 
testing stage , it is desired that the model is still capable of 
handling such scenario . It is expected that the agent finds the 
most informative paths linking these node pairs . The fol 
lowing components are beneficial and necessary to set a 
state for reinforcement learning , that is , the aspect node 
which is also the starting point of the agent , the visited path 
of the agent associated with the information in the path , and 
the candidate moves for the next step . 
[ 0045 ] The goal of the exemplary approach is predicting 
the sentiment polarities of the corresponding aspect . To this 
end , after each walk is finished by the actor , the updated state 
s , is also obtained via the recurrent network . In the model , 
the exemplary embodiments consider S , has already con 
tained the comprehensive sequential information of the path . 
After the SP is updated by the last action Mt , the exemplary 
embodiments directly forward SP into a classifier for the 
final sentiment classification . The expression are shown 
below : 

p = 8 ( W.S ? + bp ) 
[ 0046 ] where d ( ) is the non - liner activation . In the imple 
mentation , the exemplary embodiments deploy softmax 
activation to predict one polarity from the candidate pool . w 
represents the weights and be represents the bias . 
[ 0047 ] In summary , the exemplary embodiments intro 
duce an aspect - based sentiment classification approach via 
reinforcement learning . The syntactical knowledge is 
involved by building the dependency knowledge of the 
sentence , which effectively connects related words close in 
the graph . Then , a reinforcement learning strategy is 
deployed to further explore the path with the most related 
sentiment clues in the graph . The sentiment features are 
forwarded to a classifier for final classification . All the 
networks are simultaneously trained in an end - to - end sce 
nario . 
[ 0048 ] FIG . 1 is a block / flow diagram 100 of an exemplary 
procedure of graph - based reinforced text representation 
learning ( GRTR ) , in accordance with embodiments of the 
present invention . 
[ 0049 ] Unlike existing methods that process text data 
following its natural order , the exemplary embodiments 
utilize the domain knowledge from natural language pro 
cessing , and introduce structures ( e.g. , dependency trees ) 
among words into the learning process . Such structure 
information from domain knowledge can effectively provide 
discriminative features that improve decision - making qual 
ity . 
[ 0050 ] Unlike existing methods that learn to aggregate all 
input text data , the exemplary method learns to navigate in 
dependency trees , selectively collect information , and stop 
the navigation when collected information is sufficient to 
make decisions . In other words , the exemplary method also 
learns how to ignore task - irrelevant text input data . By 
effectively excluding noise from task - irrelevant data , the 
exemplary method can improve decision - making quality . 

[ 0051 ] Regarding block 101 , training data : text data and 
their labels , the exemplary embodiments can represent the 
training data as a collection of samples and sample labels 
{ ( x , y ) } . In the case of sentiment analysis , x could be a user's 
review for a specific product , and y could be the sentiment / 
polarity behind the review x . 
[ 0052 ] Regarding block 102 , generating dependency trees 
for training text data , for each sample x in training data , the 
exemplary embodiments generate its dependency tree using 
existing tools . In this way , the exemplary embodiments 
introduce structures that connect words / tokens in x via 
domain knowledge from natural language processing . 
[ 0053 ] Regarding block 103 , training the GRTR agent , the 
exemplary embodiments train an agent that makes a 
sequence of decisions to explore the dependency trees from 
block 102 , collect necessary information with minimal 
effort , and make classification / prediction decisions eventu 
ally . 
[ 0054 ] Regarding block 104 , learned GRTR agents , when 
a GRTR agent is learned , the exemplary embodiments store 
its parameters . The learned parameters will be retrieved , 
when the exemplary embodiments need to make prediction / 
classification for unseen testing data . 
[ 0055 ] Regarding block 105 , testing data : text data , each 
sample x ' could be unseen compared with the training data 
used to learn the agent . 
[ 0056 ] Regarding block 106 , generating dependency trees 
for testing text data , as performed in block 102 , the exem 
plary embodiments generate a dependency tree for each 
sample x ' in testing . 
[ 0057 ] At block 107 , evaluating by the learned GRTR 
agent , the exemplary embodiments retrieve the learned 
agent and let the agent evaluate testing samples . 
[ 0058 ] At block 108 , decision making for testing data , 
after the agent reaches a decision for an input testing sample , 
the decision will be reported to end users . 
[ 0059 ] FIG . 2 is a block / flow diagram 200 of an exemplary 
procedure of generating dependency trees for training text 
data , in accordance with embodiments of the present inven 
tion . 
[ 0060 ] Regarding block 201 , from natural text order to 
dependency trees , for each input sample x , the exemplary 
embodiments use existing tools from natural language pro 
cessing to generate its dependency tree . 
[ 0061 ] Regarding block 202 , selecting the root of this tree , 
the root of a dependency will be the starting word for an 
agent to explore in block 103. The selection of the root is 
task - dependent . In the example shown in FIG . 3 below , if the 
task is to evaluate the sentiment for “ screen , " then the root 
of this tree is the word " screen . ” 
[ 0062 ] The output of 202 is a dependency tree where an 
agent can start exploration from its root . 
[ 0063 ] FIG . 3 is a block / flow diagram 300 of an exemplary 
sentiment analysis table , in accordance with embodiments of 
the present invention . 
[ 0064 ] In this example , the exemplary embodiments are 
dealing with input text “ I like my computer like others but 
do not like the screen ” . The arcs between words are edges 
introduced by its dependency tree , and the attributes on arcs 
indicate the relationship between words in this tree . 
[ 0065 ] FIG . 4 is a block / flow diagram 400 of an exemplary 
procedure for training a GRTR agent , in accordance with 
embodiments of the present invention . 
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[ 0066 ] FIG . 4 illustrates the detailed procedure of training 
GRTR agent . Starting from the root of a dependency tree 
with an initial state represented by a vector so , an agent 
makes a sequence of decisions by the following component . 
[ 0067 ] Regarding block 301 , the critic component , sup 
pose the agent is at word w ; with state s? . Now the agent 
needs to make the following actions : visit one of the 
neighbor words from the dependency tree or stop explora 
tion and make classification / prediction using collected infor 
mation . For a specific action a , the critic component V ( si , a ; 
0. ) aims to estimate the value brought by action a given state 
Si , where a critic component could be implemented by a 
multi - layer neural network and 0 , is the parameters in the 
network . 
[ 0068 ] Regarding block 302 , the actor component , sup 
pose the agent is at word w ; with state sz . Based on the value 
estimation from critic component , this component aims to 
estimate P ( alsi , V ( si , a ; 0 ) ; 9. ) , that is , given current state 
S ; and value estimation for ( Si , a ) , the probability of an agent 
will take action a , where the estimation function could be 
implemented by a multi - layer neural network and 0 , are the 
parameters in this component 
[ 0069 ] Regarding block 303 , the language comprehension 
component , suppose the agent is at word w ; with state s ;. By 
the actor component , the agent decides to visit Wit1 next . 
The state Si + 1 is evaluated by a function Si + 1 = f ( s ;, Wi + 1 ; Of ) , 
where function f ( ) could be implemented by a recurrent 
neural network and 0 , is the parameters in this network . 
[ 0070 ] Regarding block 304 , the reward component , sup 
pose the agent is at word w , with state Sc . By the actor 
component , the agent decides to stop . Next , the agent 
evaluates the reward from s , by using s as the input for the 
downstream classification / prediction task . The prediction 
quality is evaluated by Q ( st ) , and the whole reward is 
evaluated as R ( s . ) = d ' Q ( S . ) , where d is a discount factor 
( 0 < d < 1 ) that encourages to obtain more rewards using 
minimal effort . 
[ 0071 ] With the goal of maximizing R ( sz ) , using stochastic 
gradient descent , the exemplary embodiments can iteratively 
optimize and update parameters 0 , 0 , and @q . The learned 
parameters can be stored in block 104 . 
[ 0072 ] For block 106 , it is similar to block 102 , following 
two steps , to generate dependency trees and roots for input 
testing samples . 
[ 0073 ] For block 107 , the exemplary embodiments follow 
blocks 301-304 . Using the learned parameters , the agent 
makes a sequence of actions to reach a decision for an input 
testing sample . 
[ 0074 ] Thus , the exemplary embodiments introduce a 
graph - based reinforced text representation learning ( GRTR ) . 
The exemplary method includes a training phase 150 and a 
testing phase 160 , as illustrated collectively in FIGS . 1-4 . 
[ 0075 ] In the training phase , leveraging labeled text data 
and their labels , the exemplary method first transforms input 
text into its dependency tree by existing tools , learns how to 
navigate in this dependency tree and collects necessary 
semantic information , and finally makes task - specific deci 
sions that maximize accuracy . 
[ 0076 ] In the testing phase , dealing with unseen text data , 
the exemplary method first transforms input text into its 
dependency tree as done in the training phase . The learned 
model then navigates in the dependency tree and collects 
semantic information . Finally , the learned model makes a 
prediction / classification decision for the input text data . 

[ 0077 ] FIG . 5 is a block / flow diagram 500 of an exemplary 
framework for the GRTR , in accordance with embodiments 
of the present invention . 
[ 0078 ] A dependency graph is first obtained , which 
involves syntactical knowledge in the learning procedure . 
The related sentiment clues could be closer in dependency 
tree compared with the original sentence space . An agent 
starts from an aspect node . 
[ 0079 ] FIG . 6 is a block / flow diagram of an example 
practical application of the framework for the GRTR , in 
accordance with embodiments of the present invention . 
[ 0080 ] In one practical application , a document 602 is 
provided where dependency trees 604 are extracted there 
from and provided to a network 606 , which employs the 
graph - based reinforced text representation learning ( GRTR ) 
100 of the exemplary embodiments of the present invention . 
The graph - based reinforced text representation learning 
( GRTR ) 100 can execute the steps of the training phase 150 
and the steps of the testing phase 160. Decisions 610 for the 
testing data are made based on the analysis . 
[ 0081 ] FIG . 7 is block / flow diagram of an exemplary 
processing system for the GRTR framework , in accordance 
with embodiments of the present invention . 
[ 0082 ] The processing system includes at least one pro 
cessor or processor device ( CPU ) 704 operatively coupled to 
other components via a system bus 702. A cache 706 , a Read 
Only Memory ( ROM ) 708 , a Random Access Memory 
( RAM ) 710 , an input / output ( I / O ) adapter 720 , a network 
adapter 730 , a user interface adapter 740 , and a display 
adapter 750 , are operatively coupled to the system bus 702 . 
The graph - based reinforced text representation learning 
( GRTR ) 100 can be connected to bus 702. The graph - based 
reinforced text representation learning ( GRTR ) 100 imple 
ments the training phase 150 and the testing phase 160 . 
[ 0083 ] A storage device 722 is operatively coupled to 
system bus 702 by the I / O adapter 720. The storage device 
722 can be any of a disk storage device ( e.g. , a magnetic or 
optical disk storage device ) , a solid state magnetic device , 
and so forth . 
[ 0084 ] A transceiver 732 is operatively coupled to system 
bus 702 by network adapter 730 . 
[ 0085 ] User input devices 742 are operatively coupled to 
system bus 702 by user interface adapter 740. The user input 
devices 742 can be any of a keyboard , a mouse , a keypad , 
an image capture device , a motion sensing device , a micro 
phone , a device incorporating the functionality of at least 
two of the preceding devices , and so forth . Of course , other 
types of input devices can also be used , while maintaining 
the spirit of the present invention . The user input devices 742 
can be the same type of user input device or different types 
of user input devices . The user input devices 742 are used to 
input and output information to and from the processing 
system . 
[ 0086 ] A display device 752 is operatively coupled to 
system bus 702 by display adapter 750 . 
[ 0087 ] Of course , the processing system may also include 
other elements ( not shown ) , as readily contemplated by one 
of skill in the art , as well as omit certain elements . For 
example , various other input devices and / or output devices 
can be included in the system , depending upon the particular 
implementation of the same , as readily understood by one of 
ordinary skill in the art . For example , various types of 
wireless and / or wired input and / or output devices can be 
used . Moreover , additional processors , processor devices , 
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controllers , memories , and so forth , in various configura 
tions can also be utilized as readily appreciated by one of 
ordinary skill in the art . These and other variations of the 
processing system are readily contemplated by one of ordi 
nary skill in the art given the teachings of the present 
invention provided herein . 
[ 0088 ] FIG . 8 is a block / flow diagram of an exemplary 
method for implementing the GRTR framework , in accor 
dance with embodiments of the present invention . 
[ 0089 ] At block 801 , in a training phase , generate a 
dependency tree for training text data , train a GRTR agent 
by learning to navigate in the dependency tree and selec 
tively collect semantic information , learn GRTR agents , and 
store , in a GRTR - specific memory , parameters of the learned 
GRTR agents . 
[ 0090 ] At block 803 , in a testing phase , generate a depen 
dency tree for testing the text data , retrieve and evaluate the 
learned GRTR agents of the training phase to evaluate 
testing samples , make task - specific decisions for the testing 
samples , and report the task - specific decisions to a comput 
ing device operated by a user . 
[ 0091 ] Therefore , the exemplary embodiments introduce a 
reinforcement learning framework for aspect - based senti 
ment classification . The dependency tree of a given sentence 
is obtained , which includes basic syntactical information 
and word dependencies . A policy - based agent with continu 
ous states is introduced to find the most correlated path 
starting from the aspect node . An LSTM network is provided 
to aggregate the semantic and sequential information in the 
path . The obtained representation is set as the state input for 
the policy network , as well as the feature input for final 
sentiment classification . 
[ 0092 ] As used herein , the terms " data , " " content , ” “ infor 
mation ” and similar terms can be used interchangeably to 
refer to data capable of being captured , transmitted , 
received , displayed and / or stored in accordance with various 
example embodiments . Thus , use of any such terms should 
not be taken to limit the spirit and scope of the disclosure . 
Further , where a computing device is described herein to 
receive data from another computing device , the data can be 
received directly from the another computing device or can 
be received indirectly via one or more intermediary com 
puting devices , such as , for example , one or more servers , 
relays , routers , network access points , base stations , and / or 
the like . Similarly , where a computing device is described 
herein to send data to another computing device , the data can 
be sent directly to the another computing device or can be 
sent indirectly via one or more intermediary computing 
devices , such as , for example , one or more servers , relays , 
routers , network access points , base stations , and / or the like . 
[ 0093 ] To provide for interaction with a user , embodi 
ments of the subject matter described in this specification 
can be implemented on a computer having a display device , 
e.g. , a CRT ( cathode ray tube ) or LCD ( liquid crystal 
display ) monitor , for displaying information to the user and 
a keyboard and a pointing device , e.g. , a mouse or a 
trackball , by which the user can provide input to the com 
puter . Other kinds of devices can be used to provide for 
interaction with a user as well ; for example , feedback 
provided to the user can be any form of sensory feedback , 
e.g. , visual feedback , auditory feedback , or tactile feedback ; 
and input from the user can be received in any form , 
including acoustic , speech , or tactile input . 

[ 009 ] As will be appreciated by one skilled in the art , 
aspects of the present invention may be embodied as a 
system , method or computer program product . Accordingly , 
aspects of the present invention may take the form of an 
entirely hardware embodiment , an entirely software embodi 
ment ( including firmware , resident software , micro - code , 
etc. ) or an embodiment combining software and hardware 
aspects that may all generally be referred to herein as a 
" circuit , ” “ module , " " calculator , " " device , ” or “ system . ” 
Furthermore , aspects of the present invention may take the 
form of a computer program product embodied in one or 
more computer readable medium ( s ) having computer read 
able program code embodied thereon . 
[ 0095 ] Any combination of one or more computer read 
able medium ( s ) may be utilized . The computer readable 
medium may be a computer readable signal medium or a 
computer readable storage medium . A computer readable 
storage medium may be , for example , but not limited to , an 
electronic , magnetic , optical , electromagnetic , infrared , or 
semiconductor system , apparatus , or device , or any suitable 
combination of the foregoing . More specific examples ( a 
non - exhaustive list ) of the computer readable storage 
medium would include the following : an electrical connec 
tion having one or more wires , a portable computer diskette , 
a hard disk , a random access memory ( RAM ) , a read - only 
memory ( ROM ) , an erasable programmable read - only 
memory ( EPROM or Flash memory ) , an optical fiber , a 
portable compact disc read - only memory ( CD - ROM ) , an 
optical data storage device , a magnetic data storage device , 
or any suitable combination of the foregoing . In the context 
of this document , a computer readable storage medium may 
be any tangible medium that can include , or store a program 
for use by or in connection with an instruction execution 
system , apparatus , or device . 
[ 0096 ] A computer readable signal medium may include a 
propagated data signal with computer readable program 
code embodied therein , for example , in baseband or as part 
of a carrier wave . Such a propagated signal may take any of 
a variety of forms , including , but not limited to , electro 
magnetic , optical , or any suitable combination thereof . A 
computer readable signal medium may be any computer 
readable medium that is not a computer readable storage 
medium and that can communicate , propagate , or transport 
a program for use by or connection with an instruction 
execution system , apparatus , or device . 
[ 0097 ] Program code embodied on a computer readable 
medium may be transmitted using any appropriate medium , 
including but not limited to wireless , wireline , optical fiber 
cable , RF , etc. , or any suitable combination of the foregoing . 
[ 0098 ] Computer program code for carrying out opera 
tions for aspects of the present invention may be written in 
any combination of one or more programming languages , 
including an object oriented programming language such as 
Java , Smalltalk , C ++ or the like and conventional procedural 
programming languages , such as the “ C ” programming 
language or similar programming languages . The program 
code may execute entirely on the user's computer , partly on 
the user's computer , as a stand - alone software package , 
partly on the user's computer and partly on a remote 
computer or entirely on the remote computer or server . In the 
latter scenario , the remote computer may be connected to the 
user's computer through any type of network , including a 
local area network ( LAN ) or a wide area network ( WAN ) , or 
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the connection may be made to an external computer ( for 
example , through the Internet using an Internet Service 
Provider ) . 
[ 0099 ] Aspects of the present invention are described 
below with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) and computer 
program products according to embodiments of the present 
invention . It will be understood that each block of the 
flowchart illustrations and / or block diagrams , and combina 
tions of blocks in the flowchart illustrations and / or block 
diagrams , can be implemented by computer program 
instructions . These computer program instructions may be 
provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com 
puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks or 
modules . 
[ 0100 ] These computer program instructions may also be 
stored in a computer readable medium that can direct a 
computer , other programmable data processing apparatus , or 
other devices to function in a particular manner , such that the 
instructions stored in the computer readable medium pro 
duce an article of manufacture including instructions which 
implement the function / act specified in the flowchart and / or 
block diagram block or blocks or modules . 
[ 0101 ] The computer program instructions may also be 
loaded onto a computer , other programmable data process 
ing apparatus , or other devices to cause a series of opera 
tional steps to be performed on the computer , other pro 
grammable apparatus or other devices to produce a 
computer implemented process such that the instructions 
which execute on the computer or other programmable 
apparatus provide processes for implementing the functions / 
acts specified in the flowchart and / or block diagram block or 
blocks or modules . 
[ 0102 ] It is to be appreciated that the term “ processor ” as 
used herein is intended to include any processing device , 
such as , for example , one that includes a CPU ( central 
processing unit ) and / or other processing circuitry . It is also 
to be understood that the term “ processor ” may refer to more 
than one processing device and that various elements asso 
ciated with a processing device may be shared by other 
processing devices . 
[ 0103 ] The term “ memory ” as used herein is intended to 
include memory associated with a processor or CPU , such 
as , for example , RAM , ROM , a fixed memory device ( e.g. , 
hard drive ) , a removable memory device ( e.g. , diskette ) , 
flash memory , etc. Such memory may be considered a 
computer readable storage medium . 
[ 0104 ] In addition , the phrase “ input / output devices ” or 
" I / O devices ” as used herein is intended to include , for 
example , one or more input devices ( e.g. , keyboard , mouse , 
scanner , etc. ) for entering data to the processing unit , and / or 
one or more output devices ( e.g. , speaker , display , printer , 
etc. ) for presenting results associated with the processing 
unit . 
[ 0105 ] The foregoing is to be understood as being in every 
respect illustrative and exemplary , but not restrictive , and 
the scope of the invention disclosed herein is not to be 
determined from the Detailed Description , but rather from 
the claims as interpreted according to the full breadth 

permitted by the patent laws . It is to be understood that the 
embodiments shown and described herein are only illustra 
tive of the principles of the present invention and that those 
skilled in the art may implement various modifications 
without departing from the scope and spirit of the invention . 
Those skilled in the art could implement various other 
feature combinations without departing from the scope and 
spirit of the invention . Having thus described aspects of the 
invention , with the details and particularity required by the 
patent laws , what is claimed and desired protected by Letters 
Patent is set forth in the appended claims . 
What is claimed is : 
1. A computer - implemented method executed on a pro 

cessor for implementing graph - based reinforced text repre 
sentation learning ( GRTR ) , the method comprising : 

in a training phase : 
generating a dependency tree for training text data ; 
training a GRTR agent by learning to navigate in the 

dependency tree and selectively collecting semantic 
information ; 

learning GRTR agents ; and 
storing , in a GRTR - specific memory , parameters of the 

learned GRTR agents ; and 
in a testing phase : 

generating a dependency tree for testing the text data ; 
retrieving and evaluating the learned GRTR agents of 

the training phase to evaluate testing samples ; 
making task - specific decisions for the testing samples ; 

and 
reporting the task - specific decisions to a computing 

device operated by a user . 
2. The method of claim 1 , wherein , for the training of the 

GRTR agent , starting from a root of the dependency tree for 
training text data with an initial state represented by a vector , 
an agent makes a sequence of decisions . 

3. The method of claim 2 , wherein the sequence of 
decisions is made by employing a critic component , an actor 
component , a language comprehension component , and a 
reward component . 

4. The method of claim 3 , wherein the critic component 
estimates a value by an action given a specific state , the critic 
component implemented by a multi - layer neural network . 

5. The method of claim 3 , wherein the actor component 
estimates a probability the agent takes an action , the actor 
component implemented by a multi - layer neural network . 

6. The method of claim 1 , wherein the language compre 
hension component is implemented by a recurrent neural 
network . 

7. The method of claim 1 , wherein task - irrelevant input 
data is ignored to improve task - specific decision quality . 

8. A non - transitory computer - readable storage medium 
comprising a computer - readable program for implementing 
graph - based reinforced text representation learning ( GRTR ) , 
wherein the computer - readable program when executed on 
a computer causes the computer to perform the steps of : 

in a training phase : 
generating a dependency tree for training text data ; 
training a GRTR agent by learning to navigate in the 

dependency tree and selectively collecting semantic 
information ; 

learning GRTR agents ; and 
storing , in a GRTR - specific memory , parameters of the 

learned GRTR agents ; and 
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in a testing phase : 
generating a dependency tree for testing the text data ; 
retrieving and evaluating the learned GRTR agents of 

the training phase to evaluate testing samples ; 
making task - specific decisions for the testing samples ; 

and 
reporting the task - specific decisions to a computing 

device operated by a user . 
9. The non - transitory computer - readable storage medium 

of claim 8 , wherein , for the training of the GRTR agent , 
starting from a root of the dependency tree for training text 
data with an initial state represented by a vector , an agent 
makes a sequence of decisions . 

10. The non - transitory computer - readable storage 
medium of claim 9 , wherein the sequence of decisions is 
made by employing a critic component , an actor component , 
a language comprehension component , and a reward com 
ponent . 

11. The non - transitory computer - readable storage 
medium of claim 10 , wherein the critic component estimates 
a value by an action given a specific state , the critic 
component implemented by a multi - layer neural network . 

12. The non - transitory computer - readable storage 
medium of claim 10 , wherein the actor component estimates 
a probability the agent takes an action , the actor component 
implemented by a multi - layer neural network . 

13. The non - transitory computer - readable storage 
medium of claim 8 , wherein the language comprehension 
component is implemented by a recurrent neural network . 

14. The non - transitory computer - readable storage 
medium of claim 8 , wherein task - irrelevant input data is 
ignored to improve task - specific decision quality . 

15. A system for implementing graph - based reinforced 
text representation learning ( GRTR ) , the system comprising : 

a memory ; and 
one or more processors in communication with the 
memory configured to : 
in a training phase : 

generate a dependency tree for training text data ; 
train a GRTR agent by learning to navigate in the 

dependency tree and selectively collect semantic 
information ; 

learn GRTR agents ; and 
store , in a GRTR - specific memory , parameters of the 

learned GRTR agents ; and 
in a testing phase : 

generate a dependency tree for testing the text data ; 
retrieve and evaluate the learned GRTR agents of the 

training phase to evaluate testing samples ; 
make task - specific decisions for the testing samples ; 

and 
report the task - specific decisions to a computing 

device operated by a user . 
16. The system of claim 15 , wherein , for the training of 

the GRTR agent , starting from a root of the dependency tree 
for training text data with an initial state represented by a 
vector , an agent makes a sequence of decisions . 

17. The system of claim 16 , wherein the sequence of 
decisions is made by employing a critic component , an actor 
component , a language comprehension component , and a 
reward component . 

18. The system of claim 17 , wherein the critic component 
estimates a value by an action given a specific state , the critic 
component implemented by a multi - layer neural network . 

19. The system of claim 17 , wherein the actor component 
estimates a probability the agent takes an action , the actor 
component implemented by a multi - layer neural network . 

20. The system of claim 15 , wherein the language com 
prehension component is implemented by a recurrent neural 
network . 

* 


