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1. Details of the Predefined Sentence Templates
For mask classification, OVSS models use sentence tem-

plates to generate text embedding for each class in the tar-
get dataset. Following the common procedures in previous
works [4, 8, 9], we fill the category names into these pre-
defined sentence templates and then feed them into the text
encoder of VLP models. We then average these text embed-
dings as the final text embedding wn ∈ R1×C for category
n. The templates are shown in Tab. 1.

While fixed sentence templates serve as a practical start-
ing point, more advanced techniques in prompt learn-
ing [1–3,5–7,10–14] may help to further improve mask pro-
posal classification performance. However, it is necessary
to note that the focus of this work is not on these advanced
techniques but rather on the fundamental process of text em-
bedding generation using these predefined templates.

2. Details of the mIoU comparison Figures and
Tables.

Due to space constraints, we have condensed the pre-
sentation of performance figures for various OVSS methods
using the TFM2 on four datasets. Specifically, we have con-
solidated the figures for the 32-shot TFM2 onlyin the table.
However, for a more detailed analysis and a comprehensive
view of the results, we kindly refer readers to Fig. 1 for the
detailed figures and Tab. 2 for comprehensive tables. No-
tably, the performance of TFM2 on the SAN [8] dataset still
surpasses that on the SimSeg [9] and OVSeg [4] datasets in
multiple shot settings. This discrepancy can be attributed to
the ensemble weights of SimSeg and OVSeg.

Additionally, it is essential to highlight that the perfor-
mance of TFM2 can be significantly affected by the num-
ber of reference masks available. This influence becomes
particularly pronounced in cases with a limited number of
reference masks per class, such as the 2-shot scenarios ob-
served in the SimSeg on the PC-59 dataset, the OVSeg
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“a photo of a { }.”,
“This is a photo of a { }”,
“There is a { } in the scene”,
“There is the { } in the scene”,
“a photo of a { } in the scene”,
“a photo of a small { }.”,
“a photo of a medium { }.”,
“a photo of a large { }.”,
“This is a photo of a small { }.”,
“This is a photo of a medium { }.”,
“This is a photo of a large { }.”,
“This is a small { } in the scene.”,
“This is a medium { } in the scene.”,
“This is a large { } in the scene.”,

Table 1. Prompt templates of each category for text embeddings

on the PC-59 dataset, and the SAN ViT-B on the PC-459
dataset. In these cases, the impact of reference mask num-
bers on TFM2’s performance may even lead to negative re-
sults. For a comprehensive understanding of these observa-
tions and their implications, we encourage readers to refer
to the detailed figures and tables mentioned above.

3. Details of the Qualitative Results
To improve visualization, larger images are included in

Fig. 2. These images show detailed results, demonstrating
TFM2’s role in aiding SAN’s mask proposal classification.
This figure further illustrates TFM2’s contribution to SAN’s
mask proposal classification.

However, it is worth noting that TFM2 occasionally mis-
classified mask proposals as shown in Fig. 3. These figures
highlight the importance of the quality of reference mask
features (keys) used in TFM2. Since the model heavily re-
lies on the quality of these reference masks, low-quality or
noisy references can lead to misclassification of TFM2. For
further research, it is valuable to explore methods for se-
lecting high-quality reference masks when constructing the
Mask Cache for TFM2. This could contribute to improv-
ing the TFM2’s accuracy and robustness of mask proposal
classification part in semantic segmentation task.
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(a) ADE20K-847
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(b) PC-459
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(c) ADE20K-150
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Figure 1. The mIoU of TFM2 with varying number of shots and recent SOTA OVSS methods on four datasets.



Method Pre-Trained Dataset Ensemble Shot Number ADE-847 PC-459 ADE-150 PC-59

SimSeg (ECCV 2022) COCO-Stuff Yes - 6.8 8.8 20.2 47.3
OVSeg (CVPR 2023) COCO-Stuff Yes - 9.0 12.4 29.7 55.3
FC-CLIP (NeurIPS 2023) COCO-Panoptic Yes - 14.8 18.2 34.1 58.4
ALIGN (ICML 2021) - No - 4.8 5.8 12.9 22.4
GroupViT (CVPR 2022) GCC + YFCC No - 4.3 4.9 10.6 25.9
Kunyang et al. (ICCV 2023) COCO-Panoptic No - 3.5 7.1 18.8 45.2
OpenSeg (ECCV 2022) COCO-Panoptic + COCO-Caption No - 6.8 11.2 24.8 45.9
MaskCLIP (ICML 2023) COCO-Panoptic No - 8.2 10.0 23.7 45.9
SAN (CVPR 2023) (ViT-B) COCO-Stuff No - 10.2 16.7 27.6 54.1
SAN (CVPR 2023) (ViT-L) COCO-Stuff No - 12.6 19.9 32.0 56.3
ODISE (CVPR 2023) COCO-Panoptic No - 11.1 14.5 29.9 57.3
DeOp (ICCV 2023) COCO-Panoptic No - 7.1 9.4 22.9 48.8
MasQCLIP (ICCV 2023) COCO-Panoptic No - 10.7 18.2 30.4 57.8

SimSeg (ResNet101) COCO-Stuff Yes - 6.8 8.8 20.2 47.3
SimSeg (ResNet101) + TFM2 COCO-Stuff Yes 2 6.9(+0.1) 9.8(+1.0) 22.0(+1.8) 45.6(-1.7)
SimSeg (ResNet101) + TFM2 COCO-Stuff Yes 4 7.0(+0.2) 9.9(+1.1) 22.2(+2.0) 49.5(+2.2)
SimSeg (ResNet101) + TFM2 COCO-Stuff Yes 8 7.1(+0.3) 9.9(+1.1) 22.4(+2.2) 49.8(+2.5)
SimSeg (ResNet101) + TFM2 COCO-Stuff Yes 16 7.3(+0.4) 9.9(+1.1) 22.8(+2.6) 50.0(+2.7)
SimSeg (ResNet101) + TFM2 COCO-Stuff Yes 32 7.0(+0.2) 9.9(+1.1) 22.4(+2.2) 50.4(+3.1)

OVSeg (Swin-B) COCO-Stuff Yes - 9.0 12.4 29.7 55.3
OVSeg (Swin-B) + TFM2 COCO-Stuff Yes 2 9.4(+0.4) 12.5(+0.1) 30.6(+0.9) 54.3(-1.0)
OVSeg (Swin-B) + TFM2 COCO-Stuff Yes 4 9.5(+0.5) 12.4(+0.0) 30.6(+0.9) 56.6(+1.3)
OVSeg (Swin-B) + TFM2 COCO-Stuff Yes 8 9.6(+0.6) 12.4 (+0.0) 30.7(+1.0) 57.2(+1.9)
OVSeg (Swin-B) + TFM2 COCO-Stuff Yes 16 9.5(+0.5) 12.4(+0.0) 30.8(+1.1) 57.8(+2.5)
OVSeg (Swin-B) + TFM2 COCO-Stuff Yes 32 9.5(+0.5) 12.6(+0.2) 31.0(+1.3) 58.1(+2.8)

SAN (ViT-B) COCO-Stuff No - 10.2 16.7 27.6 54.1
SAN (ViT-B)+ TFM2 COCO-Stuff No 2 11.9(+1.7) 15.8(-0.9) 29.0(+1.4) 55.6 (+1.5)
SAN (ViT-B)+ TFM2 COCO-Stuff No 4 12.7(+2.5) 16.9(+0.2) 30.6(+3.0) 55.8 (+1.7)
SAN (ViT-B)+ TFM2 COCO-Stuff No 8 13.9(+3.7) 17.0(+0.3) 31.0(+3.4) 56.3 (+2.2)
SAN (ViT-B)+ TFM2 COCO-Stuff No 16 13.5(+3.3) 17.1(+0.4) 31.9(+4.3) 56.5 (+2.4)
SAN (ViT-B)+ TFM2 COCO-Stuff No 32 13.8(+3.6) 17.2(+0.5) 32.1(+4.5) 57.0 (+2.9)

SAN (ViT-L) COCO-Stuff No - 12.6 19.9 32.0 56.3
SAN (ViT-L)+ TFM2 COCO-Stuff No 2 14.6(+2.0) 21.5(+1.6) 33.4(+1.4) 58.3 (+2.0)
SAN (ViT-L)+ TFM2 COCO-Stuff No 4 15.0(+2.4) 21.9(+2.0) 35.4(+3.4) 59.2 (+2.9)
SAN (ViT-L)+ TFM2 COCO-Stuff No 8 15.9(+3.3) 22.3(+2.4) 35.7(+3.7) 59.7 (+2.9)
SAN (ViT-L)+ TFM2 COCO-Stuff No 16 16.2(+3.4) 21.2(+1,3) 36.3(+4.3) 60.5 (+4.2)
SAN (ViT-L) + TFM2 COCO-Stuff No 32 16.2(+3.6) 22.0(+2.1) 37.2(+5.2) 60.7(+4.4)

Table 2. The mIoU comparison results of applying TFM2 with different numbers of shots on multiple OVSS models.



Image SAN TFM2 (2-shot) TFM2 (4-shot) TFM2 (8-shot) TFM2 (16-shot) TFM2 (32-shot) GT Mask

Figure 2. Qualitative examples showing TFM2’s role in improving mask proposal classification on ADE20k-150. The second column
shows SAN inference without TFM2. We see that SAN + TFM2 (third column to seventh column) can steadily improve semantic segmen-
tation when compared with the ground truth (last column). Please note that the color palette is the same for all mask classes.



Image SAN TFM2 (2-shot) TFM2 (4-shot) TFM2 (8-shot) TFM2 (16-shot) TFM2 (32-shot) GT Mask

Figure 3. Qualitative examples showing TFM2 sometimes can not improve mask proposal classification on ADE20k-150. The second
column shows SAN inference without TFM2. We see that SAN + TFM2 (third column to seventh column) sometimes misclassified some
mask proposals (compared with the ground truth in the last column). Please note that the color palette is the same for all mask classes.
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